
Motivation

Goal: Accurately and explicitly embed the label hierarchy 
into the representation space

❏ Hierarchical label structures → widely exist in real 

world datasets - CIFAR100, Imagenet-1k, ...🌲
❏ Most representation learning methods → ignore 

hierarchical semantic relationships between classes 

in the feature space ✘

❏ Structured Representation Learning → Hierarchy 

informed representations incorporating semantic 

context ✓ [Zeng et. al, 2023], but cannot embed 

some trees in the Euclidean (l2) space exactly ✘
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Our Contribution: HypStructure

l2- Cophenetic Correlation Coefficient (CPCC)

Results: OOD Detection

Visualization: Learnt Representations

Results: Classification and Embedding Hierarchy

/UIUCTML/HypStructure

❏ [Zeng et. al, 2023] → l2-CPCC for structural 

regularization based on label hierarchy

❏

❏              Euclidean dist. b/w two  class centroids     

❏               Shortest tree distance  in the hierarchy

❏ Loss:

❏ label-hierarchy → structured learning in the 

hyperbolic space →interpretable tree-like features

❏ Combine with any loss, beneficial across tasks 

❏ Formal analysis of hierarchical representations

❏ HypStructure: Combination of two losses (1) 

Hyperbolic Cophenetic Correlation Coefficient Loss 

(HypCPCC) and (2) Hyperbolic Centering Loss 

(HypCenter)

❏ HypCPCC: extend l2-CPCC [Zeng et. al, 2023] to the 

hyperbolic space 

1. map Euclidean vectors to Poincáre disk

2. compute class prototypes

3. use Poincáre distance for CPCC computation

❏ HypCenter: Inspired from Sarkar’s construction 

❏ place root node at the origin [2012]

❏ lcenter loss → minimize the norm of the hyperbolic 

representations of the root

❏ Learn hierarchy-informed representations by 

minimizing: 

❏ Experiments: CIFAR10, CIFAR100, ImageNet100

❏ Compared to Flat and l2-CPCC

❏ Reduced distortion in embedding the hierarchy

❏ Improved Coarse and Fine Classification Accuracies

❏ HypStructure: Sharper and discriminative feats.

❏ Fine classes of the same coarse parent → closer

❏ Experiments: 3 ID datasets on 9 OOD datasets

❏ HypStructure: 

❏ Improvement in OOD detection AUROC

❏ Improved ID vs OOD separation in Poincare disk

Theoretical Analysis
❏ HypStructure with Mahalanobis OOD Score

❏ Theorem 5.1: Existence of eigenvalue gaps between 

each level of hierarchy with CPCC. 

Can be generalized to arbitrary label tree.

❏ Kernel Matrix K = ZZT, eigenspectrum of K


