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Introduction

• We propose a self-adaptive hierarchical sentence model (AdaSent) to
represent phrases/short sentences in a hierarchy.

• We apply the mixture-of-experts framework to summarize
representations of different granularities to make a final consensus.

• AdaSent is able to automatically learn the representation that is suitable
for the task at hand through proper training.

• Empirical studies on 5 benchmark data sets show the superiority of
AdaSent over previous approaches.
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• For an input sentence with length
T , AdaSent builds a directed
acyclic graph with T levels.

• Word embeddings are mapped
from Rd 7→ RD at the bottom,
where d ≤ D.

• Hidden units on t-th level contain
intermediate representation for
phrases of length t.

• Unit on the top is the global
representation for the sentence.
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Level Pooling:
Average Pooling:

h̄t = 1
T − t + 1

T−t+1∑
j=1

htj

Max Pooling:

h̄ti = max
j∈1:T−t+1

htji,∀i ∈ 1 : D

Gating Network: A gating network takes h̄t ∈ RD, t = 1 : T as input
and outputs a belief score 0 ≤ γt ≤ 1 that depicts how confident the t-
th level summarization in the hierarchy is suitable to be used as a proper
representation of the current input instance for the task at hand. We require∑T
t=1 γt = 1.

Decision Consensus:

p(C = c|x1:T ) =
T∑
t=1
p(C = c|Hx = t) · p(Hx = t|x1:T ) =

T∑
t=1
gc(h̄t) · w(h̄t)

g(·) is the classification function and ω(·) is the gating network.
Learning:

minimize
1
N

N∑
i=1
L(xi, yi) + λ

(
||WL||2F + ||WR||2F

)
where L(·, ·) is the negative class conditional log-likelihood function.
We use mini-batch AdaGrad to optimize the objective. Compute
partial derivatives using back-propagation through structure:
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Experiments
Data Sets:

Data MR CR SUBJ MPQA TREC
N 10662 3788 10000 10099 5952
|C| 2 2 2 2 6

Classification Accuracy:
Model MR CR SUBJ MPQA TREC
NB-SVM 79.4 81.8 93.2 86.3 -
MNB 79.0 80.0 93.6 86.3 -
RAE 77.7 - - 86.4 -
MV-RecNN 79.0 - - - -
CNN 81.5 85.0 93.4 89.6 93.6
DCNN - - - - 93.0
P.V. 74.8 78.1 90.5 74.2 91.8
cBoW 77.2 79.9 91.3 86.4 87.3
RNN 77.2 82.3 93.7 90.1 90.2
BRNN 82.3 82.6 94.2 90.3 91.0
GrConv 76.3 81.3 89.5 84.5 88.4
AdaSent 83.1 86.3 95.5 93.3 92.4

Representations:

Figure 1: AdaSent on TREC Figure 2: Belief score distribution

Figure 3: AdaSent on SUBJ Figure 4: AdaSent on MPQA


